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57 ABSTRACT

Technologies are described herein for performing data de-
duplication of a version of a data file for backup to a remote
storage location. A CDP module executing on a computer
creates a collection of files corresponding to the version of the
data file by de-duplicating the version against a previous
version master file stored locally on the computer. The pre-
vious version master file contains one or more unique data
blocks of a specific block size from a previous version of the
data file. Once the de-duplication against the locally main-
tained previous version master file is complete, the CDP
module stores the collection of files corresponding to the
version of the data file to the remote storage location. The
remote storage location also contains a master file corre-
sponding to the data file that contains all of the unique data
blocks in the previous version master file.

15 Claims, 13 Drawing Sheets
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1
DE-DUPLICATION OF FILES FOR
CONTINUOUS DATA PROTECTION WITH
REMOTE STORAGE

CROSS-REFERENCE TO RELATED
APPLICATION

This application claims the benefit of U.S. provisional
patent application No. 61/183,746, filed on Jun. 3, 2009,
entitled “A Novel Method of De-Duplication of Files for
Remote Storage,” which is expressly incorporated herein by
reference in its entirety.

BACKGROUND

Continuous data protection (“CDP”), also called continu-
ous backup, generally refers to the backup of data on a com-
puter by automatically saving a copy of every change made to
that data. While traditional backup solutions take a snapshot
of the files or data on a computer at a specific time, CDP
essentially captures every new version of the data saved on the
computer in real-time. CDP may be performed at the file-level
or the device-level. Device-level CDP generally allows a user
or administrator to roll back the entire state of the device, such
as a disk drive, to any point in time, while file-level CDP may
allow a user to view and select a specific version of a particu-
lar data file to restore.

File-level CDP is typically implemented through a back-
ground service executing on a computer that monitors speci-
fied files and folders stored on local or remote storage vol-
umes. When a monitored data file is changed, the new,
modified version of the file is copied to one or more backup
locations, such as internal storage, an external/removable
storage device, and/or a remote storage system, such as a
LAN-based storage server or a cloud-based storage service.
While each new version of a data file may only differ from the
previous versions by a small amount, traditional file-level
CDP solutions may backup an entire copy of the modified
version of the file. As a result, a small data file stored on the
storage volume may occupy a disproportionately large
amount of space in the backup location.

When utilizing a cloud-based storage service as a backup
location, this large amount of space may make the cost of
CDP prohibitive, since many cloud-based storage services
charge a fee based on the amount of storage space utilized. It
may be desirable for the CDP process to perform de-duplica-
tion of each new version of a monitored data file against
previously stored versions in order to remove the duplicate
data before backing up the file to the cloud-based storage
service. However, de-duplication of the new version of the
data file may require a significant amount of I/O against the
previous version data stored on the cloud-based storage ser-
vice. Since many of these services also charge a fee per I/O
request or per amount of data transferred, the de-duplication
process itself may increase the overall cost of the cloud-based
storage service as a backup location.

It is with respect to these considerations and others that the
disclosure made herein is presented.

SUMMARY

Technologies are described herein for performing data de-
duplication of a version of a data file for backup to a remote
storage location. Through the utilization of the technologies
and concepts presented herein, a CDP module executing on a
computer is able to perform de-duplication of each new ver-
sion of a monitored data file against data maintained locally
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2

from a previous version of the file before backing-up the
version to the remote storage, such as a cloud-based storage
service. Performing the de-duplication before backing-up
each new version of the data file allows for a minimal amount
of space to be utilized on the remote storage for each new
version, thus potentially reducing the overall cost of the CDP
process. In addition, since a new version of the data file is
likely to have more data in common with the previous version
than with older versions of the file, maintaining data locally
for the previous version allows for efficient de-duplication of
the new version, while requiring less local storage space as
compared to storing the entire version data for the data file
locally. Maintaining the previous version data locally also
allows the CDP module to perform the de-duplication with
limited I/Os to the remote storage, thus further reducing costs
associated with the CDP process.

According to one embodiment, the CDP module executing
on a computer creates a collection of files corresponding to
the new version of the data file by de-duplicating the new
version of the data file against a previous version master file
stored locally on the computer. The previous version master
file contains one or more unique data blocks of a specific
block size from the previous version of the data file. Once the
de-duplication against the locally maintained previous ver-
sion master file is complete, the CDP module stores the col-
lection of files corresponding to the new version of the data
file to the remote storage location. The remote storage also
contains a master file corresponding to the data file that con-
tains all of the unique data blocks in the previous version
master file.

It should be appreciated that the above-described subject
matter may also be implemented as a computer-controlled
apparatus, a computer process, a computing system, or an
article of manufacture, such as a computer-readable storage
medium. These and various other features will be apparent
from a reading of the following Detailed Description and a
review of the associated drawings.

This Summary is provided to introduce a selection of con-
cepts in a simplified form that are further described below in
the Detailed Description. This Summary is not intended to
identify key features or essential features of the claimed sub-
ject matter, nor is it intended that this Summary be used to
limit the scope of the claimed subject matter. Furthermore,
the claimed subject matter is not limited to implementations
that solve any or all disadvantages noted in any part of this
disclosure.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 11is ablock diagram showing aspects of an illustrative
operating environment, including several software compo-
nents provided by the embodiments presented herein;

FIG. 2 is a block diagram showing aspects of a mechanism
for storing a version of a data file on a remote storage backup
location, according to embodiments presented herein;

FIGS. 3A-3E are block diagrams showing aspects of a
mechanism for de-duplicating a new version of a data file
against a previous version of the file, according to embodi-
ments presented herein;

FIG. 4 is a block diagram showing aspects of a mechanism
for storing multiple versions of a data file on a remote storage
backup location, according to embodiments presented herein;

FIG. 5 is a block diagram showing a mechanism for
rebuilding a particular version of a data file from a collection
of files storing multiple versions of the file, according to
embodiments presented herein;
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FIG. 6 is a flow diagram illustrating one method for back-
ing up a new version of a data file to a remote storage backup
location, according to embodiments presented herein;

FIGS. 7A-7B are logical flow diagrams illustrating one
method for performing de-duplication of a new version of a
data file against a previous version, according to embodi-
ments presented herein; and

FIG. 8 is a computer architecture diagram illustrating a
computer hardware architecture for a computing system
capable of implementing aspects of the embodiments pre-
sented herein.

DETAILED DESCRIPTION

The following detailed description is directed to technolo-
gies for performing data de-duplication of a version of a data
file for backup to a remote storage location. While the subject
matter described herein is presented in the general context of
program modules that execute in conjunction with the execu-
tion of an operating system and application programs on a
computer system, those skilled in the art will recognize that
other implementations may be performed in combination
with other types of program modules. Generally, program
modules include routines, programs, components, data struc-
tures, and other types of structures that perform particular
tasks or implement particular abstract data types. Moreover,
those skilled in the art will appreciate that the subject matter
described herein may be practiced with other computer sys-
tem configurations, including hand-held devices, multipro-
cessor systems, microprocessor-based or programmable con-
sumer electronics, minicomputers, mainframe computers,
and the like.

In the following detailed description, references are made
to the accompanying drawings that form a part hereof and that
show, by way of illustration, specific embodiments or
examples. In the accompanying drawings, like numerals rep-
resent like elements through the several figures.

FIG. 1 shows aspects of an illustrative operating environ-
ment 100 for the embodiments described herein, including a
user computer 102. The user computer 102 may be a PC, a
desktop workstation, a laptop, a notebook, a mobile device, a
personal digital assistant (“PDA”), an application server, a
Web server hosting Web-based application programs, or any
other computing device. The user computer 102 executes
local applications 104 and an operating system (“OS”) 106
that read and write data files, such as the data file 108, stored
on a storage volume 110.

The storage volume 110 may be located on a local storage
device, such as a local hard drive, or the storage volume may
be hosted on a remote storage system, such as a SAN volume
or NAS volume accessed across a network 126 utilizing an
appropriate protocol. The local applications 104 and the OS
106 may read and write data files 108 to the storage volume
110 utilizing a locally implemented file system 112, such as
NTEFS. It will be appreciated that the local applications 104
and the operating system 106 may utilize other file system
112 protocols to access the storage volume 110, including,
but not limited to, the network file system (“NFS”) protocol,
the server message block (“SMB”) protocol, and the like.

The user computer 102 also includes a continuous data
protection (“CDP”) module 114. The CDP module 114
executes on the user computer 102 and monitors specified
files and folders on the storage volume 110 for changes in
real-time. In one embodiment, the CDP module 114 utilizes
“hooks” 116 provided by the OS 106 or the file system 112 of
the user computer 102 to be notified of changes in the speci-
fied data files 108. In another embodiment, the CDP module
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114 monitors the storage volume 110 directly through the file
system 112 to detect changes to the specified data files 108.
The CDP module 114 may provide facilities that allow users
or administrators of the user computer 102 to specify which
data files 108 on the storage volume 110 to monitor. The users
or administrators may specify folder names, file names, file
types, or any other specification of files to monitor. The speci-
fication of the files to monitor may be stored in CDP configu-
ration settings 118 maintained on the user computer 102, for
example.

When a monitored data file 108 is changed on the storage
volume 110, the CDP module 114 initiates the CDP process
to backup the modified version of the file to one or more
backup locations. The backup locations may include a local
storage device 120, such as a local hard drive or tape drive,
and/or remote storage 122 provided by a remote storage sys-
tem 124 accessed across the network 126, such as a cloud-
based storage service provided over the Internet. The CDP
module 114 may further provide facilities that allow the users
or administrators of the user computer 102 to specify the one
or more backup locations for the backups, a schedule for
periodic backups ofthe current versions of the monitored data
files 108, a maximum number of versions of each data file that
are to be maintained in the backup locations, and the like.
These settings may further be stored in the CDP configuration
settings 118 described above.

According to embodiments, the CDP module 114 main-
tains a collection of files 128 A, 128B in the backup location
(s) that stores the versions of the monitored data file 108. FIG.
2 shows additional details of the collection of files 128B
utilized by the CDP module 114 to store versions of the data
file 108 to a remote storage 122 backup location, such as a
cloud-based storage service. According to one embodiment,
for each monitored data file 108, the collection of files 128B
maintained by the CDP module 114 in the remote storage 122
includes a master file 220. In addition, for each backed-up
version of the data file 108, the collection of files 128B also
includes a version map file 210A (referred to herein generally
as version map file 210) and a supplemental file 214A (re-
ferred to herein generally as supplemental file 214).

Each of the files 220, 210, 214 in the collection of files
128B may be stored in the remote storage 122 with a filename
related to the name and/or version of the corresponding data
file 108, for example. Alternatively, the files 220, 210, 214 in
the collection of files 128B may be linked to the correspond-
ing data file 108 through a mechanism other than the file-
name, such as through a catalog file. It will be appreciated that
the master file 220, version map files 210, and supplemental
files 214 may represent virtual files that are physically stored
in the remote storage 122 in a container other than files inafile
system, such as rows in a database table. It is intended that this
application include all such implementations of the collection
of files 128B.

The master file 220 is common to all versions of the cor-
responding data file 108 and contains a number of master
blocks 222A-222D (referred to herein generally as master
block 222). Each master block 222 in the master file 220
contains a unique block of data from the data file 108. Each
unique master block 222 is stored only once in the master file
220, even though the block of data may occur multiple times
in the original data file 108. For example, as shown in FIG. 2,
a version X of the data file 108 may consist of a number of
blocks of data 202A-202E of a specific block size. The block
size may be selected based on the file system 112 being
utilized to allow efficient reading and writing of data while
maximizing the de-duplication of data in the collection of
files 128B. For the NTFS file system, the block size may be
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512 bytes, corresponding to the sector size of a standard PC
hard disk. In addition, the version X of the data file 108 may
contain a chunk of data less than the block size, such as the
chunk of data 204A (referred to herein generally as chunk of
data 204), as further shown in FIG. 2.

The master file 220 corresponding to the data file 108 will
contain the unique master block 222A, corresponding to
blocks of data 202A and 202D in the data file, unique master
block 222B, corresponding to block of data 202B, unique
master block 222C corresponding to block of data 202C, and
unique master block 222D corresponding to block of data
202E. Storing only unique blocks of data from the data file
108 in the master file 220 reduces the storage space required
as compared to simply copying the version of the data file 108
to the remote storage 122. In addition, this technique provides
even greater storage space savings when storing subsequent
versions of the data file 108, as will become apparent from the
description below. The chunk of data 204 A from the data file
108 that is less than a full block of data is stored in the
supplemental file 214 A for the corresponding version X ofthe
data file.

The version map file 210 maintained for each backed-up
version of the data file 108 contains a list of references 212 A-
212F (referred to herein generally as reference 212). Each of
the references 212 is either a master block reference or a
supplemental data reference. Master block references 212, as
indicated by an “M” in the reference in FIG. 2, refer to a
specific master block 222 in the master file 220 corresponding
to the data file 108. The master block reference 212 contains
as index to the master block 222 in the master file 220.
Supplemental data references 212, as indicated by a “D” in
the reference, refer to a chunk of data 204 in the supplemental
file 214 corresponding to the version of the data file 108. The
supplemental data reference 212 contains a length of the
chunk of data 204 in the supplemental file 214. In one
embodiment, the length may represent a number of bytes of
data in the chunk of data 204.

The references 212 appear in the version map file 210 in the
order in which the corresponding master block 222 or chunk
of data 202 appear in the version of the data file 108. For
example, as shown in FIG. 2, the version map file 210A
corresponding to version X of the data file 108 contains a
master block reference 212A referring to unique master block
222A, a master block reference 212B referring to unique
master block 222B, a master block reference 212C referring
to unique master block 222C, a master block reference 212D
referring again to unique master block 222 A, a master block
reference 212F referring to unique master block 222D, and a
supplemental data reference 212F referring to the chunk of
data 204 A contained in the corresponding supplemental file
214A and consisting of 3 bytes of data.

While the users or administrators of the user computer 102
may specify that the CDP module 114 should backup new
versions of the monitored data files 108 to remote storage
122, the CDP module may retain some backup data in the
collection of files 128A on the local storage device 120.
According to embodiments, the CDP module 114 maintains
the version map file 210A and a version master file 224A
corresponding to the previous version of the data file 108, i.e.
the last backed-up version of the file, on the local storage
device 120. The previous version map file 210A and the
previous version master file 224 A may be utilized by the CDP
module 114 for performing de-duplication of data in each
new version of the data file 108 before storing the correspond-
ing version map file 210 and supplemental file 214 to the
remote storage, as will be described in more detail below in
regard to FIGS. 3A-3E, 6, and 7A-7B. Maintaining the pre-

20

25

30

40

45

6

vious version map file 210A and previous version master file
224 A corresponding to the last backed-up version of the data
file 108 allows the CDP module 114 to perform the de-
duplication with limited I/Os to the remote storage 122, thus
potentially reducing costs associated with the CDP process.

FIGS. 3A-3E show aspects of a mechanism for performing
de-duplication of data in a new version of the data file 108
against the previous version map file 210A and previous
version master file 224A corresponding to the last backed-up
version of the file. The CDP module 114 may perform the
de-duplication before backing-up the new version of the data
file 108 to the remote storage 122 in order to reduce the
amount of data usage on the remote storage, and thus poten-
tially reducing costs associated with the CDP process. As
shown in FIG. 3A, the new version X+1 of the data file 108
may consist of a chunk of data 204B consisting of two bytes,
a full block of data 202B matching the master block 222B in
the master file 220 corresponding to the data file, a chunk of
data 204C consisting of three bytes, a full block of data 202C
matching the master block 222C, a full block of data 202F not
matching any master blocks in the master file 220, another
chunk of data 204D consisting of three bytes of data, and a full
block of data 202E matching the master block 222D.

In order to backup the new version X+1 of the data file 108
to the remote storage 122, the CDP module 114 first builds a
new version map file 210B and new supplemental file 214B
corresponding the new version X+1 by performing the data
de-duplication process against the previous version master
file 224 A corresponding to the previous version X of the data
file. In one embodiment, the CDP module 114 utilizes the
method described below in regard to FIGS. 7A and 7B. The
CDP module 114 starts by reading a data block 302 of the
block size described above from the top of the data file 108.
The data block 302 is then compared against the master
blocks 222A-222D contained in the previous version master
file 224A.

According to one embodiment, the CDP module 114 main-
tains lightweight checksums 304 and heavyweight check-
sums 306 for each master block 222 in the master file 220
corresponding to the data file 108. The CDP module 114 may
maintain the lightweight checksums 304 and heavyweight
checksums 306 in a table on the local storage device 120
indexed by the corresponding master block index in the mas-
ter file 220, for example. In another embodiment, the light-
weight checksums 304 and heavyweight checksums 306 may
be calculated by the CDP module 114 for each master block
222A-222D in the previous version master file 224 A stored
on the local storage device 120 at the beginning of the CDP
process. The lightweight checksums 304 may consist of an
XOR checksum calculated for the corresponding master
block 222, while the heavyweight checksums 306 may con-
sist of 32-bit CRC checksums for the master blocks. It will be
appreciated that any checksum calculation algorithm known
in the art may be utilized by the CDP module 114 to calculate
the checksum values for the master blocks 222

In order to compare the data block 302 with the master
blocks 222A-222D contained in the previous version master
file 224 A, the CDP module 114 first calculates a lightweight
checksum value for the data block 302 and then searches the
lightweight checksums 304 for the master blocks for a match-
ing value. Ifa match is found, the CDP module 114 checks the
corresponding heavyweight checksum 306 for the candidate
master block 222 against a similarly calculated heavyweight
checksum for the data block 302. If the heavyweight check-
sums match, then the CDP module 114 finally performs a
byte-by-byte comparison between the data block 302 and the
candidate master block 222 in order to determine if the master
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block matches the data block. In another embodiment, the
CDP module 114 may check only the lightweight checksums
304, and upon finding a match, perform the byte-by-byte
comparison between the data block 302 and the candidate
master block 222.

If no matching master block 222A-222D in the previous
version master file 224 A is located for the read data block
302, then the CDP module 114 reads another data block 302
of'the block size at an offset from the top of the data file 108
equal to a slide size 308, as shown in FIG. 3B. In one embodi-
ment, the slide size 308 is one byte. It will be appreciated that
other slide sizes 308 may be utilized, and that the slide size
may be configurable by the users or administrators of the user
computer 102. The data block 302 read at the offset is again
compared to the master blocks 222A-222D contained in the
previous version master file 224A. The process is continued
until the read data block 302 matches one of the master blocks
222A-222D in the previous version master file 224A. For
example, as shown in FIG. 3C, the data block 302 containing
the block of data 202B from the new version X+1 of the data
file 108 matches the master block 222B in the previous ver-
sion master file 224A for the previous version X.

If'a matching master block 222B is found for the read data
block 302, then the CDP module 114 first appends any
skipped chunk of data 204B read before the matched data
block to the new supplemental file 214B for the new version
X+1 of the data file 108, as further shown in FIG. 3C. The
CDP module 114 then appends a corresponding supplemental
data reference 212G to the version map file 210B for the new
version X+1 of the data file 108. The supplemental data
reference 212G indicates the length of the skipped chunk of
data 204B in the supplemental file 214B as two bytes in this
example.

Next, the CDP module 114 appends a master block refer-
ence 212H to the version map file 210B for the new version
X+1 of the data file 108 indicating the matching master block
222B. According to embodiments, the index in master block
reference 212H indicates the index of the matching master
block 222B in the master file 220, not the index of the master
block 222B in the previous version master file 224A main-
tained on the local storage device 120. The CDP module 114
may determine the index of the matching master block 222B
in the master file 220 utilizing the master block reference
212B from the previous version map file 210A corresponding
to the position of the matching master block 222B in the
previous version master file 224 A, for example.

In one embodiment, the CDP module 114 also builds a new
version master file 224B for the new version X+1 of the data
file 108 during the de-duplication process by appending each
matching unique master block 222B from the previous ver-
sion master file 224 A in the order in which they are matched
to the new version X+1 of the data file. In another embodi-
ment, the CDP module 114 may build the new version master
file for version X+1 of the data file at the end of the CDP
process utilizing the current version X+1 of the data file 108
and the corresponding new version map file 210B. It will be
appreciated that, because a new version of the data file 108 is
likely to have more data in common with the previous version
than older versions of the file, maintaining a version master
file 224 A for the previous version on the local storage device
120 allows for efficient de-duplication of data in the new
version while requiring less local storage space as compared
to storing the entire master file 220 on the local storage
device. However, some master blocks 222 may eventually be
duplicated in the master file 220 as more versions of the data
file 108 are backed-up to the remote storage 122.
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After appending the master block reference 212H for the
matching master block 222B to the version map file 210B, the
CDP module 114 then reads the next full data block 302 from
the data file 108 starting at the position at the end of the block
of data 202B that matched the master block, as is shown in
FIG. 3D. The processing of the new version X+1 of the data
file 108 continues until the entire file has been read, resulting
in the version map file 210B, supplemental file 214B, and
version master file 224B corresponding to the new version
X+1 of the data file 108 shown in FIG. 3E. Note that when a
full block of data, such as the block of data 202F, has been
skipped in the data file 108 without finding a matching master
block 222, the full block of data 202F is appended as a new
master block 222E to the version master file 224B in the
appropriate position. The new master block 222FE is further
referenced by a master block reference 212K in the version
map file 210B with an index indicating the eventual position
of the new master block in the master file 220.

Once processing ofthe new version X+1 of the data file 108
is complete, the new version map file 210B and the new
supplemental file 214B corresponding to the new version
X+1 are stored to the remote storage 122, as shown in FIG. 4.
In addition, any new master blocks 222F are appended to the
master file 220 in the remote storage 122 in the appropriate
order. The CDP module 114 further replaces the version map
file 210A and version master file 224 A for the previous ver-
sion X of the data file 108 maintained on the local storage
device 120 with the new version map file 210B and new
version master file 224B for the new version X+1 of the file.

FIG. 5 illustrates how a particular version of the data file
108 may be recovered or restored by the CDP module 114
from the corresponding collection of files 128B maintained in
the remote storage 122, according to one embodiment. In the
illustrated example, the version X+1 of the data file 108
described above is recovered from the version map file 210B
and supplemental file 214B corresponding to the version and
the master file 220 corresponding to the data file. The CDP
module 114 builds the recovered version of the data file 108
by processing the references 212G-212M in the version map
file 210B in order of their occurrence.

As shown in the figure, the CDP module 114 first appends
a two byte chunk of data 204B from the supplemental file
214B to a restored file 502, as indicated by the supplemental
data reference 212G. Then the second master block 222B
from the master file 220 is appended to the restored file 502,
as indicated by the master block reference 212H. Next, the
CDP module 114 appends a three byte chunk of data 204C
from the supplemental file 214B to the restored file 502, as
indicated by the supplemental data reference 2121. The CDP
module 114 continues in this fashion until each of the remain-
ing references 212J-212M in the version map file 210B have
been processed and the restored file 502 is complete.

Turning now to FIGS. 6-7B, additional details will be
provided regarding the embodiments presented herein for
performing data de-duplication of a version of a data file for
backup to a remote storage location. It should be appreciated
that the logical operations described herein are implemented
(1) as a sequence of computer implemented acts or program
modules running on a computing system and/or (2) as inter-
connected machine logic circuits or circuit modules within
the computing system. The implementation is a matter of
choice dependent on the performance and other requirements
of'the computing system. Accordingly, the logical operations
described herein are referred to variously as operations, struc-
tural devices, acts, or modules. These operations, structural
devices, acts, and modules may be implemented in software,
in firmware, in special purpose digital logic, and any combi-



US 9,223,793 B1

9

nation thereof. It should also be appreciated that more or
fewer operations may be performed than shown in the figures
and described herein. These operations may also be per-
formed in parallel, or in a different order than those described
herein.

FIG. 6 shows a routine 600 for backing up the current
version X+1 of a data file 108 to the remote storage 122,
according to one embodiment. The routine 600 may be
executed by the CDP module 114 on the user computer 102,
or the routine may performed by another module or a com-
bination of modules executing on the user computer 102 and
remote storage systems. In one embodiment, the routine 600
may be executed by the CDP module 114 upon detection of a
modification to a monitored data file 108 on the storage vol-
ume 110. The modification to the data file 108 may be the
result of a user of the user computer 102 saving a file within
alocal application 104, or the OS 106 modifying the filein the
course of operation, for example.

As described above in regard to FIG. 1, the CDP module
114 may detect the modification to the data file 108 by receiv-
ing a message from a hook 116 provided by the OS 106 or by
detecting the change to the file through the file system 112 on
the user computer 102. In other embodiments, the CDP mod-
ule 114 may initiate the routine 600 in response to a trigger
other than a modification to the data file 108. For example, the
CDP module 114 may backup the current version of each
monitored data file 108 on the storage volume 110 to the
remote storage 122 on a periodic basis, regardless of whether
the data file has been modified.

The routine 600 begins with operation 602, where the CDP
module 114 performs de-duplication of the data in the new
version X+1 of the data file 108 against the master file 224A
for the last backed-up version X of the data file located on the
local storage device 120. According to one embodiment, the
CDP module 114 utilizes the routine 700 described below in
regard to FIGS. 7A-7B to perform the de-duplication process.
The output of the de-duplication process may be a new ver-
sion map file 210B, a new supplemental file 214B, and a new
version master file 224B corresponding to the version X+1 of
the data file 108, as described above in regard to FIGS.
3A-3E.

From operation 602, the routine 600 proceeds to operation
604, where the CDP module 114 stores the new version map
file 210B, the new supplemental file 214B, and any new
master blocks 222F generated during the de-duplication pro-
cess of the new version X+1 of the data file 108 to the remote
storage 122, as described above in regard to FIG. 4. The
routine 600 then proceeds to operation 606, where the CDP
module 114 cleans-up the files related to the previous version
X of the data file in the collection of files 128 A maintained on
the local storage device 120. This may include replacing the
previous version map file 210A and previous version master
file 224 A maintained on the local storage device 120 with the
new version map file 210B and new version master file 224B,
as further shown above in FIG. 4. From operation 606, the
routine 600 ends.

FIGS. 7A-7B show a routine 700 for performing de-dupli-
cation of a new version X+1 of a data file 108 against the
previous version master file 224 A corresponding to the pre-
vious version X of'the file, according to one embodiment. The
routine 700 may be executed by the CDP module 114 on the
user computer 102, or the routine may performed by another
module or a combination of modules executing on the user
computer 102 and remote storage systems.

As shown in FIG. 7A, the routine 700 begins with opera-
tion 702, where the CDP module 114 initializes the current
offset to zero, indicating the CDP module 114 will begin
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processing of the data file 108 from the top of the file. The
routine 700 then proceeds from operation 702 to operation
704, where the CDP module 114 reads the first data block 302
from the data file 108 at the current offset. From operation
704, the routine 700 proceeds to operation 706, where the
CDP module determines if a full data block 302 was read
from the data file 108, i.e. the size of the read block is not less
than the block size. If a full data block 302 was read, then the
routine 700 proceeds to operation 708, where the CDP mod-
ule 114 calculates a lightweight checksum for the read data
block 302.

As described above in regard to FIG. 3A, the CDP module
114 may utilize a simple XOR checksum calculation for the
lightweight checksum. For the first data block 302 read from
the data file 108, the CDP module 114 may be required to
compute the lightweight checksum with all bytes of the data
block. However, for subsequent data blocks 302, the light-
weight checksum value may be calculated from the previous
checksum using an add-on carry algorithm, according to one
embodiment. For example, for a slide size 308 of one byte and
a block size of 512 bytes, the CDP module 114 can calculate
the lightweight checksum value for the second data block 302
read from the data file 108 by subtracting the dropped byte
(byte 1) from the lightweight checksum value for the first data
block and then add the new byte (byte 513) from the new data
block. Utilizing the add-on carry algorithm to calculate sub-
sequent checksum values may significantly increase the per-
formance of the CDP process.

From operation 708, the routine 700 proceeds to operation
710, where the CDP module 114 searches for the calculated
checksum value in the lightweight checksums 304 main-
tained for the master blocks 222 in the previous version mas-
ter file 224A to determine if any master block potentially
matches the data block 302. If, at operation 712, no potential
matching master blocks 222 are found, the routine 700 pro-
ceeds to operation 714, where the CDP module 114 increases
the current offset by the slide size 308, as described above in
regard to FIG. 3B.

The routine 700 proceeds from operation 714 to operation
716, where the CDP module 114 determines whether a full
block of data, such as the block of data 202F shown in FIG.
3E, has been skipped in the data file 108 without finding a
matching master block 222 in the previous version master file
224A. If a full block of data, i.e. a number of bytes of data
equal to the block size, has been skipped by the CDP module
114 without finding a matching master block 222, then the
routine 700 proceeds from operation 716 to operation 718,
where the skipped block of data 202F is appended as a new
master block 222E to the new version master file 224B. The
routine 700 then proceeds to operation 720, where the CDP
module 114 appends a corresponding master block reference
212K to the new version map file 210B with an index indi-
cating the eventual position of the new master block 222F in
the master file 220 in the remote storage 122, as described
above in regard to FIG. 3E.

From operation 718, the routine 700 returns to operation
704, where the next data block 302 is read from the data file
108 at the current offset. The process continues until a master
block 222 with a lightweight checksum 304 matching the
checksum value calculated for the read data block 302 is
located, or until a data block 302 less than a full block is read.
If, at operation 712, a potentially matching master block
222B is located in the in the previous version master file
224 A, the operation proceeds to operation 722, as shown in
FIG. 7B, where the CDP module 114 calculates a heavy-
weight checksum for the read data block 302. As described
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above in regard to FIG. 3A, the CDP module 114 may utilize
a more complex 33-bit CRC checksum calculation for the
heavyweight checksum.

The routine 700 proceeds from operation 722 to operation
724, where the CDP module 114 determines whether the
heavyweight checksum value calculated for the read data
block 302 matches the heavyweight checksum 306 main-
tained for the potentially matching master block 222B, as
described above in regard to FIG. 3A. If the heavyweight
checksum value calculated for the read data block 302 does
not match the heavyweight checksum 306 maintained for the
potentially matching master block 222B, the routine 700
returns to operation 714, show in FIG. 7A, where the CDP
module 114 increases the current offset by the slide size 308
and proceeds to read the next data block 302 from the data file
108.

Use of the heavyweight checksum comparison may pro-
vide a more efficient means of verifying the similarity
between the potentially matching master block 222B and the
read data block 302 before resorting to a more costly byte-
by-byte comparison of the read data block and the master
block, thus saving CPU time. In an alternative embodiment,
the heavyweight checksum comparison operation may be
skipped, with the CDP module 114 moving to a byte-by-byte
comparison on any master block 222 having a lightweight
checksum 304 matching the lightweight checksum value cal-
culated for the read data block 302.

If the heavyweight checksum value calculated for the read
data block 302 does match the heavyweight checksum 306
maintained for the potentially matching master block 222B,
then routine 700 proceeds from operation 724 to operation
726, where the CDP module 114 performs a byte-by-byte
comparison between the read data block 302 and the poten-
tially matching master block 222B to ensure the data between
the two matches. If, at operation 728, the data doesn’t match,
the routine 700 returns to operation 714, show in FIG. 7A,
where the CDP module 114 increases the current offset by the
slide size 308 and proceeds to read the next data block 302
from the data file 108.

If the data between the read data block 302 and the poten-
tially matching master block 222B does match, then the rou-
tine 700 proceeds from operation 728 to operation 730, where
the CDP module 114 appends any skipped chunk of data
204B read before the matched block of data 202B to the new
supplemental file 214B for the new version X+1 of the data
file 108, as described above in regard to FIG. 3C. The routine
700 then proceeds from operation 730 to operation 732,
where the CDP module 114 appends a corresponding supple-
mental data reference 212G to the new version map file 210B
corresponding to the new version X+1 of the data file 108. The
supplemental data reference 212G indicates the length of the
skipped chunk of data 204B appended to the new supplemen-
tal file 214B in operation 730 above.

From operation 732, the routine 700 proceeds to operation
734, where the CDP module 114 appends a master block
reference 212H to the new version map file 210B indicating
the matching master block 222B. As described above in
regard to FIG. 3C, the index in the master block reference
212H indicates the index of the matching master block 222B
in the master file 220, not the index of the master block 222B
in the previous version master file 224 A maintained on the
local storage device 120. The CDP module 114 may deter-
mine the index of the matching master block 222B in the
master file 220 utilizing the master block reference 212B
from the previous version map file 210A corresponding to
position of the matching master block 222B in the previous
version master file 224A, for example.
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The routine 700 then proceeds to operation 736, where the
CDP module 114 sets the current offset to the end of the
matched block of data 202B read from the data file 108. From
operation 736, the routine 700 returns to operation 704, as
shown in FIG. 7A, where the CDP module 114 reads the next
data block 302 from the data file 108 at the current offset. The
process continues until a data block 302 less than a full block
is read, indicating the CDP module has processed the entire
data file. If] at operation 706, the read data block 302 is less
than a full block of data, i.e. smaller than the block size, then
the routine 700 proceeds to operation 740, where the CDP
module 114 appends the partial data block 302 to the new
supplemental file 214B. The routine 700 then proceeds to
operation 742, where the CDP module 114 appends a corre-
sponding supplemental data reference 212 to the new version
map file 210B indicating the length of the partial data block
302 appended to the new supplemental file 214B in operation
740 above. From operation 742, the routine 700 ends.

According to a further embodiment, after a specified num-
ber of versions of the data file 108 have been backed-up to the
remote storage 122 utilizing the de-duplication process
against the previous version master file 224 A described above
in regard to FIGS. 3A-3E and 7A-7B, the CDP module 114
may reset the process, such that the next version of the data
file is backed-up anew, without de-duplication against a pre-
vious version of the file. This process is referred to as refer-
enceresetting. After every specified number of versions of the
data file 108, the next version is backed-up to the collection of
files 128B maintained on the remote storage as if it was the
initial version of the file, as shown in FIG. 2 above.

In one embodiment, while no de-duplication of data
against a previous version of the data file 108 is performed,
the CDP module 114 will utilize new index numbers in master
block reference 212 to any new master blocks 222 appended
to the master file 220, in order for the master blocks previ-
ously stored in the master file to remain valid. In this way,
versions of the data file 108 backed-up before the reference
resetting was performed may still be restored from the col-
lection of files 128B maintained on the remote storage. In
further embodiments, the number of versions between refer-
ence resets may be specified by the users or administrators of
the user computer 102, and may be less than the total number
of versions of the data file 108 retained in the collection of
files 128B in the remote storage 122.

FIG. 8 and the following provide a brief, general descrip-
tion of a suitable computing environment in which the
embodiments described herein may be implemented. Those
skilled in the art will appreciate that the embodiments
described herein may be practiced with other computer sys-
tem configurations, including hand-held devices, multipro-
cessor systems, microprocessor-based or programmable con-
sumer electronics, minicomputers, mainframe computers,
and the like. The embodiments described herein may also be
practiced in distributed computing environments, where tasks
are performed by remote processing devices that are linked
through a communications network. In a distributed comput-
ing environment, program modules may be located in both
local and remote memory storage devices.

In particular, FIG. 8 shows an illustrative computer system
10 for the user computer 102 or other computer systems
described herein. In one illustrative embodiment, one or more
central processing units (“CPUs”) 12 operate in conjunction
with a chipset 14. The CPUs 12 are standard programmable
processors that perform arithmetic and logical operations
necessary for the operation of the computer system 10. The
CPUs 12 perform the necessary operations by transitioning
from one discrete, physical state to the next through the
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manipulation of switching elements that differentiate
between and change these states. Switching elements may
generally include electronic circuits that maintain one of two
binary states, such as flip-flops, and electronic circuits that
provide an output state based on the logical combination of
the states of one or more other switching elements, such as
logic gates. These basic switching elements may be combined
to create more complex logic circuits, including registers,
adders-subtractors, arithmetic logic units, floating-point
units, and the like.

The chipset 14 provides an interface between the CPUs 12
and the remainder of the computer system 10. The chipset 14
also provides an interface to a random access memory
(“RAM”) 16 used as the main memory in the computer sys-
tem 10. The chipset 14 also includes functionality for provid-
ing network connectivity through a network controller 26,
such as a gigabit Ethernet adapter. The network controller 26
is capable of connecting the computer system 10 to remote
storage systems 124 or other computing devices over the
network 126, as described above in regard to FIG. 1. The
network 126 may be an Ethernet or Gigabyte Ethernet LAN,
a fiber ring, a fiber star, wireless, optical, satellite, a WAN, a
MAN, the Internet, or any other network technology, topol-
ogy, protocol, or combination thereof. The network controller
26 may also connect the computer system 10 to other types of
networks and remote computing systems.

The computer system 10 may be further connected to a
number of mass storage devices, such as physical disks 20A-
20E shown in FIG. 5. The disks 20A-20E may provide the
data storage capacity required for the computer system 10 to
store data files 108 the storage volume 110 and/or the local
storage device 120, described above in regard to FIG. 1. A
disk controller 18 allows the computer system 10 to commu-
nicate with the disks 20A-20E connected to the storage node.
According to embodiments, the disks 20A-20E may be con-
nected to the computer system 10 through a bus 22 that allows
the disk controller 18 to communicate with the disk drives.
The disk controller 18 may interface with the disks 20A-20E
through a serial advanced technology attachment (“SATA™)
interface, a small computer system interface (“SCSI”), a fiber
channel (“FC”) interface, a serial attached SCSI interface, or
other standard interface for physically connecting and trans-
ferring data between computers and storage devices.

The computer system 10 may store data on the disks 20A-
20E by transforming the physical state of the disk to reflect
the information being stored. The specific transformation of
physical state may depend on various factors, in different
implementations of this description. Examples of such fac-
tors may include, but are not limited to, the technology used
to implement the storage devices, whether the storage devices
are characterized as primary or secondary storage, and the
like. For example, the computer system 10 may store data to
the disks 20A-20E by issuing instructions to the disk control-
ler 18 to alter the magnetic characteristics of particular loca-
tions within the physical disk drives. These transformations
may also include altering the physical features or character-
istics of other media types, including altering the reflective or
refractive characteristics of a particular location in an optical
storage device, or moditying the electrical characteristics of a
particular capacitor, transistor, or other discrete component in
a solid-state storage device. Other transformations of physi-
cal media are possible without departing from the scope and
spirit of the present description, with the foregoing examples
provided only to facilitate this discussion. The computer sys-
tem 10 may further read information from the physical disks
20A-20E by detecting the physical states or characteristics of
one or more particular locations within the devices.
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In addition to the disks 20A-20E described above, the
computer system 10 may have access to other computer-
readable storage media to store and retrieve information, such
as program modules, data structures, or other data. It should
be appreciated by those skilled in the art that computer-
readable storage media includes volatile and non-volatile,
removable and non-removable media implemented in any
method or technology for the non-transitory storage of data
and computer-executable instructions. Computer-readable
storage media includes RAM, ROM, EPROM, EEPROM,
flash memory or other solid-state memory technology, CD-
ROM, DVD, HD-DVD, BLU-RAY, or other optical storage,
magnetic cassettes, magnetic tape, magnetic disk storage or
other magnetic storage devices, or any other medium which
can be used to store the desired information in a non-transi-
tory fashion and which can be accessed by the computer
system 10.

For example, the computer-readable storage media may
store the operating system 106 utilized to control the opera-
tion of the computer system 10. According to one embodi-
ment, the operating system 106 comprises the WINDOWS®
operating system from MICROSOFT Corporation of Red-
mond, Wash. According to further embodiments, the operat-
ing system may comprise the LINUX, UNIX, or SOLARIS
operating systems. It should be appreciated that other oper-
ating systems may also be utilized. The computer-readable
storage media may store other system or application pro-
grams, such as the local applications 104 or the CDP module
114 described above, as well as other data files utilized by the
computer system 10.

In one embodiment, the computer-readable storage
medium may be encoded with computer-executable instruc-
tions that, when loaded into the computer system 10, may
transform the computer system from a general-purpose com-
puting system into special-purpose computer capable of
implementing the embodiments described herein. The com-
puter-executable instructions may be encoded on the com-
puter-readable storage medium by altering the electrical,
optical, magnetic, or other physical characteristics of particu-
lar locations within the media. These computer-executable
instructions transform the computer system 10 by specifying
how the CPUs 12 transitions between states, as described
above. According to one embodiment, the computer system
10 may have access to computer-readable storage media stor-
ing computer-executable instructions that, when executed by
the computer system, perform the routines 600 and 700 for
performing data de-duplication of a version of a data file for
backup to a remote storage location, described above in
regard to FIGS. 6-7B.

The chipset 14 may also provide an interface to a computer-
readable storage medium such as a ROM 24 or NVRAM for
storing a firmware that includes program code containing the
basic routines that help to start up the computer system 10 and
to transfer information between elements within the com-
puter system 10. The ROM 24 or NVRAM may also store
other software components necessary for the operation of the
computer system 10 in accordance with the embodiments
described herein.

The chipset 14 may also include or provide an interface to
an input/output controller 28. The input/output controller 28
may receive and process input from a number of input
devices, including, a mouse 30, a keyboard, a touchpad, a
touch screen, an electronic stylus, or other type of input
device. Similarly, the input/output controller 28 may provide
output to a display device 32, such as a computer monitor, a
flat-panel display, a digital projector, a printer, a plotter, or
other type of output device. It will be appreciated that the
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computer system 10 may not include all of the components
shown in FIG. 8, may include other components that are not
explicitly shown in FIG. 8, or may utilize an architecture
completely different than that shown in FIG. 8.

Based on the foregoing, it should be appreciated that tech-
nologies for performing data de-duplication of a version of a
data file for backup to a remote storage location are presented
herein. Although the subject matter presented herein has been
described in language specific to computer structural fea-
tures, methodological acts, and computer readable media, it is
to be understood that the invention defined in the appended
claims is not necessarily limited to the specific features, acts,
or media described herein. Rather, the specific features, acts,
and mediums are disclosed as example forms of implement-
ing the claims.

The subject matter described above is provided by way of
illustration only and should not be construed as limiting.
Various modifications and changes may be made to the sub-
ject matter described herein without following the example
embodiments and applications illustrated and described, and
without departing from the true spirit and scope of the present
invention, which is set forth in the following claims.

What is claimed is:

1. A computer-implemented method of backing-up a ver-
sion of a data file to a remote storage, the method comprising
executing instructions on a computer to perform the opera-
tions of:

de-duplicating the version of the data file against a previous

version master file stored on a local storage device,
wherein the previous version master file comprises a
single instance of each of one or more unique data blocks
of a specific block size from a previous version of the
data file, and wherein de-duplicating the version of the
data file against the previous version master file com-
prises determining whether at least one block of data
from the version of the data file matches at least one of
the one or more unique data blocks of the specific size
from the previous version of the data file by:
maintaining a lightweight checksum for each of the one
or more unique data blocks in the previous version
master file, and
matching a block of data read from the version of the
data file to one of the one or more unique data blocks
in the previous version master file by calculating a
lightweight checksum value for the read block of data
and comparing the calculated lightweight checksum
value with the lightweight checksums maintained for
the one or more unique data blocks in the previous
version master file, wherein calculating the light-
weight checksum for a subsequently read block of
data from the version of the data file comprises sub-
tracting one or more bytes from the lightweight
checksum for a previously read block of data and
adding one or more bytes from the subsequently read
block of data to the lightweight checksum for the
previously read block of data;

creating a supplemental file corresponding to the version of

the data file and comprising one or more chunks of data
from the version of the data file not matching one of the
one or more unique data blocks in the previous version
master file;

creating a version map file corresponding to the version of

the data file and comprising one or more references to
unique data blocks in the previous version master file
and one or more references to chunks of data in the
supplemental file, wherein each of the one or more ref-
erences to unique data blocks in the previous version
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master file comprise an index to a unique data block and
each of the one or more the references to chunks of data
in the supplemental file comprise a length of a chunk of
data; and

storing the supplemental file and the version map file cor-

responding to the version of the data file to the remote
storage, wherein the remote storage contains a master
file corresponding to the data file and comprising each of
the unique data blocks referenced in the version map file.

2. The computer-implemented method of claim 1, further
comprising executing instructions on the computer to per-
form the operations of:

appending a new unique data block to the master file cor-

responding to the data file, wherein the new unique data
block comprises data of the specific block size not
matching one of the one or more unique data blocks in
the previous version master file.

3. The computer-implemented method of claim 1, further
comprising executing instructions on the computer to per-
form the operations of:

creating a new version master file corresponding to the

version of the data file and replacing the previous ver-
sion master file stored on the local storage device with
the new version master file.

4. The computer-implemented method of claim 1, wherein
a plurality of version map files and supplemental files are
stored in the remote storage along with the master file corre-
sponding to the data file, each of the plurality of version map
files and supplemental files corresponding to individual ver-
sions of the data file.

5. The computer-implemented method of claim 4, wherein
a plurality of version map files corresponding to individual
versions of the data file contain a reference to the same unique
data block in the master file.

6. The computer-implemented method of claim 1, wherein
after a specified number of versions of the data file have been
backed-up to the remote storage, a subsequent version of the
data file is backed-up to the remote storage without de-dupli-
cating the subsequent version of the data file against the
previous version master file stored on the local storage device.

7. The computer-implemented method of claim 1, wherein
the remote storage comprises a cloud-based storage service.

8. A non-transitory computer-readable storage medium
having computer-executable instructions stored thereon for
de-duplicating a current version of a data file that, when
executed by a computer, cause the computer to:

read a first block of data of a particular block size from a

current offset in the current version of the data file;
determine if the first block of data matches one of a plural-
ity of unique data blocks contained in a previous version
master file corresponding to a previous version of the
data file, wherein the previous version master file is
stored on alocal storage device of the computer, wherein
the previous version master file comprises a single
instance of each of the plurality of unique data blocks
from the previous version of the data file, wherein deter-
mining if the first block of data matches one of the
plurality of unique data blocks contained in the previous
version master file comprises calculating a lightweight
checksum value for the first block of data and comparing
the calculated lightweight checksum value with light-
weight checksums maintained for the plurality of unique
data blocks in the previous version master file, and
wherein calculating the lightweight checksum for a sub-
sequently read block of data from the current version of
the data file comprises subtracting one or more bytes
from the lightweight checksum for a previously read
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block of data and adding one or more bytes from the
subsequently read block of data to the lightweight
checksum for the previously read block of data;

upon determining that the first block of data matches one of

the plurality of unique data blocks contained in the pre-
vious version master file, appending a reference to the
matching unique data block to a version map file corre-
sponding to the current version of the data file;

upon determining that the first block of data does not match

one of the plurality of unique data blocks contained in
the previous version master file, creating a supplemental
file corresponding to the current version of the data file
and comprising a chunk of data from the current version
of the data file not matching one of the plurality of
unique data blocks contained in the previous version
master file, appending a reference to the chunk to the
version map file and increasing the current offset by a
slide size; and

reading a next block of data of the particular block size

from the current offset in the current version of the data
file, wherein the reference to the matching unique data
block comprises an index to the matching unique data
block and the reference to the chunk comprises a length
of the chunk.

9. The non-transitory computer-readable storage medium
of claim 8, wherein the operations are repeated until all the
data in the current version of the data file have been pro-
cessed, and wherein the version map file corresponding to the
current version of the data file is then copied to a remote
storage containing a master file corresponding to the data file
and comprising each of the unique data blocks referenced in
the version map file.

10. The non-transitory computer-readable storage medium
of'claim 9, wherein a plurality of version map files are stored
in the remote storage along with the master file corresponding
to the data file, each of the plurality of version map files
corresponding to individual versions of the data file.

11. The non-transitory computer-readable storage medium
of claim 10, wherein a plurality of version map files corre-
sponding to individual versions of the data file contain a
reference to the same unique data block in the master file.

12. A system backing-up a version of a data file to a remote
storage, the system comprising a continuous data protection
(“CDP”) module executing on a user computer and config-
ured to:

create a collection of files corresponding to the version of

the data file by de-duplicating the version of the data file
against a previous version master file stored on a local
storage device of the user computer, wherein the previ-
ous version master file comprises a single instance of
each of one or more unique data blocks of a specific
block size from a previous version of the data file, and
wherein de-duplicating the version of the data file
against the previous version master file comprises deter-
mining whether at least one block of data from the ver-
sion of the data file matches at least one of the one or
more unique data blocks of the specific size from the
previous version of the data file by:
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maintaining a lightweight checksum for each of the one
or more unique data blocks in the previous version
master file, and

matching a block of data read from the version of the
data file to one of the one or more unique data blocks
in the previous version master file by calculating a
lightweight checksum value for the read block of data
and comparing the calculated lightweight checksum
value with the lightweight checksums maintained for
the one or more unique data blocks in the previous
version master file, wherein calculating the light-
weight checksum for a subsequently read block of
data from the version of the data file comprises sub-
tracting one or more bytes from the lightweight
checksum for a previously read block of data and
adding one or more bytes from the subsequently read
block of data to the lightweight checksum for the
previously read block of data; and

store the collection of files corresponding to the version of

the data file to the remote storage, wherein the remote
storage contains a master file corresponding to the data
file and comprising the one or more unique data blocks
in the previous version master file, wherein the collec-
tion of file comprises:

a supplemental file corresponding to the version of the
data file and comprising one or more chunks of data
from the version of the data file not matching one of
the one or more unique data blocks in the previous
version master file; and

a version map file corresponding to the version of the
data file and comprising one or more references to
unique data blocks in the previous version master file
and one or more references to chunks of data in the
supplemental file, wherein each of the one or more
references to unique data blocks in the previous ver-
sion master file comprise an index to a unique data
block and each of the one or more the references to
chunks of data in the supplemental file comprise a
length of a chunk of data.

13. The system of claim 12, wherein the CDP module is
further configured to:

append a new unique data block to the master file corre-

sponding to the data file, wherein the new unique data

block comprises data of the specific block size not
matching one of the one or more unique data blocks in
the previous version master file.

14. The system of claim 12, wherein the CDP module is
further configured to:

create a new version master file corresponding to the ver-

sion of the data file and replacing the previous version

master file stored on the local storage device with the
new version master file.

15. The system of claim 12, wherein after a specified num-
ber of versions of the data file have been backed-up to the
remote storage, a subsequent version of the data file is
backed-up to the remote storage without de-duplicating the
subsequent version of the data file against the previous ver-
sion master file stored on the local storage device.
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